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During the past year, the Principal Investigator (PI) has worked closely with Bill Hoffmann
(Steward Observatory) and Bill Glaccum (Caltech/Spitzer Science Center), both members of the
Spitzer Space Telescope’s Infrared Array Camera (IRAC) Instrument Team, to demonstrate that
his AISR-funded MATPHOT algorithm [1] for precision stellar photometry and astrometry can
yield an improvement in the precision of stellar photometry obtained from IRAC Ch1 observations
of bright stars of more than 100% over the best results obtained with aperture photometry using
the calibration procedures recommended in the IRAC Data Handbook[2].

This research effort has now been recognized by the Spitzer Science Center. Mighell (PI),
Hoffman, & Glaccum received a small Spitzer Cycle-4 grant Improving the Photometric Precision
of IRAC Channels 1 & 2 (Archival Research Proposal #40106) to analyze archival observations
of bright stars obtained with IRAC Ch1 and Ch2 with the goal of developing new calibration and
analysis procedures that have the potential of significantly improving the precision of point-source
photometry. This timely research effort is intended to enhance the science return not only of
existing IRAC Ch1 and Ch2 observations in the Spitzer data archive but also those that will be
made during during the possible Spitzer Warm Mission which would start around April 2009 after
all of the cryogen is depleted.

The PI presented a 30 minute talk Improving the Precision of Near-Infrared Stellar Photometry
by Modeling the Image Formation Process within a Lossy Detector [3] on Wednesday June 20, 2007
at the 2007 NASA Science Technology Conference (NSTC2007) which was held at the University
of Maryland University College on June 19–21, 2007. A detector can be considered to be effectively
lossy if a pixel, the smallest optically sensitive unit of the detector, internally exhibits a non-uniform
response function that has a quantum efficiency variation with an rms dispersion exceeding an
arbitrary level of 1%. Near-infrared astronomical cameras based on lossy detectors can have large
systematic errors in the measurement of total stellar flux if stellar images are undersampled. While
this problem can be mitigated by oversampling the stellar image, many near-infrared cameras
are deliberately undersampled in order to achieve a large field of view. The PI demonstrated
that although the recorded flux from undersampled stellar observations can be corrupted by using
detectors with significant effective intrapixel quantum efficiency variations, it is still possible to
achieve excellent stellar photometry with an existing space-based near-infrared camera (IRAC) –
if the image formation process inside the detector is accurately modeled using a new experimental
version of the MATPHOT code called MPDZ.
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The PI presented a 20 minute talk Enhancing the Science Return of the Spitzer Warm Mission[4]
on Thursday September 13, 2007 at the 2007 Advanced Maui Optical and Space Surveillance
Technologies Conference (AMOS2007) which was held in Wailea, Maui, Hawaii on September 12–15,
2007. The PI described how the science return of the Spitzer Warm Mission could be enhanced using
the MATPHOT code on IRAC Channel 1 observations. The PI presented a new two-dimensional
aperture-photometry flux correction based on computed MPDZ Point Response Function (PRF)
volumes of 100,000 artificial stellar observations (see Fig. 1). The PI demonstrated that the new
two-dimensional flux correction yields an improvement of 100% over the standard correction given
in the IRAC Data Handbook when given accurate centroid estimates.

Figure 1: Comparision of the PI’s new aperture flux correction (blue contours) with the aperture flux
correction from the IRAC Data Handook (gray contours). The contours of the standard correction range
from 99 to 102% in steps of 0.5%; the contours of the new correction range from 98 to 102% in steps of 0.5%.
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The PI, Glaccum, and Hoffmann have been invited to give a poster presentation on June 23, 2008
at the SPIE-Marseille (June 23–28, 2008) [5] conference on Space Telescopes and Instrumentation I:

Optical, Infrared, and Millimeter. We will present our analysis of archival observations of calibration
stars and compare the precision of stellar aperture photometry, with one-dimensional and two-
dimensional pixel-phase flux corrections, and MATPHOT-based PRF-fitting photometry which
accounts for the observed loss of stellar flux due to the nonuniform intrapixel quantum efficiency
(see Fig. 2). We will show how the precision of aperture photometry of bright stars calibrated with
a 2-dimensional correction function, based on simulations made with the PI’s new MPDZ code,
can yield photometry that is almost as precise as that produced by PSF-fitting procedures. We
will describe how the precision photometry made possible with the MATPHOT code could be used
to do more precise studies of exoplanets, white dwarfs, variable stars, and searches of T dwarf
companions during the possible Spitzer Warm Mission.

Figure 2: Abstract of our poster presentation on June 23, 2008 at the SPIE-Marseille conference on Space

Telescopes and Instrumentation I: Optical, Infrared, and Millimeter.
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While many astronomical image analysis tasks are based on algorithms that can be described
as being embarrassingly parallel, where the analysis of one subimage generally does not affect the
analysis of another subimage, few parallel-processing astrophysical image-analysis programs exist
that can easily take full advantage of todays fast multi-core servers costing a few thousands of
dollars. One of the key reasons for this shortage of state-of-the-art parallel-processing astrophysical
image-analysis codes is that the writing of parallel codes has been perceived to be difficult.

As part of AISR-funded research, the PI is developing a new software framework to greatly
simplify the process of creating useful parallel-processing astrophysical image analysis codes based
on embarrassingly-parallel algorithms.

The first application of this new software framework is a new fast parallel-processing image-
analysis program called CRBLASTER which does cosmic ray rejection using van Dokkum’s
L.A.Cosmic algorithm [6]. CRBLASTER is written in C using the industry standard Message
Passing Interface library. Figure 3 shows the cosmic-ray damaged long-exposure (2400 sec) Hubble
Space Telescope WFPC2 observation of the galaxy cluster MS 1137+67; the right image shows how
CRBLASTER has effectively eliminate almost all cosmic rays present in the original observation.

Figure 3: The left image shows a portion of a 2400-sec Hubble Space Telescope WFPC2 observation of
the galaxy cluster MS 1137+67. The right image is the CRBLASTER-processed version of the original
observation.

Processing a single 800×800 HST WFPC2 image takes 21 seconds with van Dokkum’s origi-
nal lacos im.cl IRAF script on an Apple Xserve with two dual-core 3.0-Ghz Intel Xeon CPUs.
CRBLASTER takes just 1.87 seconds using all 4 cores; the efficiency of the program running with
the 4 processors is an excellent 82% (see Fig. 4).
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Figure 4: Total execution time (wall time) as a function of the number of processes for the CRBLASTER
application compared with the ideal model of a purely parallel algorithm. CRBLASTER takes just 1.87
seconds using all 4 cores of an Apple Xserve with two dual-core 3.0-Ghz Intel Xeon CPUs – an excellent
efficiency of 82% .

CRBLASTER can be used as a software framework for the easy development of parallel-
processing image-analysis programs using embarrassing parallel algorithms; all that needs to be
done is to replace the core image processing task (in this case the C-version of the L.A.Cosmic
algorithm) with an alternative image analysis task based on a single-processor algorithm.

The PI has been invited to give the oral presentation CRBLASTER1: A Fast Parallel-Processing
Program for Cosmic Ray Rejection on June 28, 2008 at the SPIE-Marseille conference on Advanced

Software and Control for Astronomy (see Fig. 5). The PI will describe the design and implementation
of CRBLASTER and then discuss how it could possibly be used to quickly do complex calibration
tasks as part of the pipeline processing of images from large focal plane arrays.

1The name of the application has recently been changed from CRFIND to CRBLASTER as the original name
was discovered to not be unique.
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Figure 5: Abstract of the PI’s oral presentation on June 28, 2008 at the SPIE-Marseille conference on
Advanced Software and Control for Astronomy.

The PI met Dr. John Samson who is the Principal Investigator of NASA’s New Millennium
Program (NMP) Space Technology 8 (ST8) Dependable Multiprocessor (DM) project (see Fig. 6) at
the 2007 NASA Science Technology Conference last June. The goal of the DM project is to conduct
a comprehensive research project to investigate and develop for NASA the first supercomputer in
space [7].

Samson’s team at Honeywell Aerospace (Clearwater, Florida) is partnering with High-performance
Computing and Simulation (HCS) Research Laboratory (see Fig. 7) at the University of Florida
(Gainesville, Florida) whose director and founder is Prof. Alan D. George.

Dependable Multiprocessor has been an ongoing NMP project since 2004. DM was one of
the four technologies selected for the NMP ST8 flight experiment. To date, NASA has provided
$10M funding to the DM project. The DM project has been proceeding toward a flight validation
experiment in 2009. DM cluster management and enhanced software-based SEU2-tolerance were
shown at the TRL5 3 technology validation demonstration in May 2006. Radiation testing of key
COTS (Commercial Off The Shelf) components selected for the flight experiment showed that
these components exhibited no catastrophic latch-up and a sufficient number of SEUs to support
the flight validation experiment. The DM project held a successful CDR (Critical Design Review) in

2SEU: Single Event Upset
3 TRL5: Component and/or breadboard validation in relevant environment [8]
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June of 2007. In August 2007, NASA funding cuts eliminated the flight experiments from the ST8
project. As a result, the ST8 project will end with the ground-based TRL6 4 technology validation
demonstrations currently scheduled to be completed no later than October 2008. The DM project
is looking for an alternative ride to establish its space pedigree for use on future NASA missions.

At the CDR last June, the NASA Technology Review Board (TRB) identified the need for
the DM project to work with researchers with parallel-processing scientific applications that would
be suitable for use in NASA’s first supercomputer in space. The TRB was concerned that the
fault-tolerant middleware techniques implemented in the DM software framework might be too
complicated for say, an astrophysicist, to use as opposed to a computer scientist.

At NSTC2007, Samson and the PI identified two of the PI’s AISR-funded parallel-processing
image-analysis astrophysical applications, QLWFPC2 [9] and CRBLASTER, which would make
good candidates for porting to the DM-sigma (see Fig. 8) software-testbed cluster with a (hopefully)
minimum effort on the part of the PI. The PI has just recently ported those two applications
to the DM-sigma software-testbed cluster in under six hours apiece (see Fig. 9).

The achievement of this DM project milestone goes a long way towards addressing the con-
cerns of the NASA TRB about the true portability of existing parallel-processing scientific-analysis
applications to the DM platform using the DM middleware approach of achieving a dependable
space-based cluster based on COTS hardware and software components.

The PI looks forward to collaborating further with Samson and George on this very interesting
project which has great potential to enable NASA’s new astrophysical missions in the next decade
to possibly have significantly greater computing processing power than can now be envisioned even
for NASA’s currently planned large missions like the James Webb Space Telescope which has a
proposed launch date in June 2013. Software fault injection experiments on DM-ported scientific
applications running on the DM-sigma software-testbed cluster will begin in mid-March 2008.
Radiation tests of the TRL6 hardware testbed are currently scheduled for mid-June 2008.

The PI presented a 15 minute talk The Lost Flux Method: A New Algorithm for Improving
the Precision of Space-Based Near-Infrared Stellar Photometry with Lossy Detectors on Monday
October 16, 2006 at the Astronomical Data Analysis Software and Systems XVI which was held in
Tucson, Arizona on October 15-18, 2006. The ADASS 2006 conference proceedings, with a 4 page
article by the PI with the same title as the talk, was published in October 2007 [10] .

4 TRL6: System/substem model or prototype demonstration in a relevant environment (ground or space) [8]
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Figure 6: The New Millennium Program (NMP) Space Technology 8 (ST8) Dependable Multiprocessor
(DM) project webpage at NASA’s Jet Propulsion Laboratory.
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Figure 7: The Dependable Multiprocessor project webpage at the High-performance Computing and Sim-
ulation (HCS) Research Laboratory at the University of Florida at Gainesville, Florida.
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Figure 8: The HCS webpage describing the 10-node Linux cluster with 20 PowerPCs. This facility is used
as a Dependable Multiprocessor software testbed.
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Figure 9: A snapshot of the GoAhead SelfReliant middleware cluster management webpage for the DM-
sigma cluster showing the PI’s QLWFPC2DM application running every 10 seconds on the sigma-3 compute
node of the DM-sigma software-testbed cluster. A similar execution mode will be used during the software
fault injection experiments that will begin in mid-March 2008.
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AISR-funded Publications from April 1, 2007 to March 30, 2008

The Lost Flux Method: A New Algorithm for Improving the Precision of Space-Based Near-Infrared
Stellar Photometry with Lossy Detectors, Mighell, K. J. 2007, ASP Conference Series: Astro-

nomical Data Analysis Software and Systems XVI, edited by R. Shaw, F. Hill and D. Bell, 376,
405–408

Improving the Precision of Near-Infrared Stellar Photometry by Modeling the Image Formation
Process within a Lossy Detector, Mighell, K. J. 2007, Proceedings of the 2007 NASA Science

Technology Conference, held at the University of Maryland University College on June 19–21,
2007, 9 pages
[ http://esto.nasa.gov/conferences/nstc2007/papers/Mighell Kenneth A6P3 NSTC-07-0016.pdf ]

Enhancing the Science Return of the Spitzer Warm Mission, Mighell, K. J. 2007, Proceedings of
the 2007 Advanced Maui Optical and Space Surveillance Technologies Conference, held in Wailea,
Maui, Hawaii, September 12–15, 2007, edited by S. Ryan, The Maui Economic Development
Board, 301–312

The Lost Flux Method: Improving the Precision of Space-Based Near-Infrared Stellar Photometry
with Lossy Detectors, Mighell, K. J. 2008 (submitted to ApJ on January 17, 2008)
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Improving the Precision of Near-Infrared Stellar
Photometry by Modeling the Image Formation

Process within a Lossy Detector
Kenneth Mighell

National Optical Astronomy Observatory
950 North Cherry Avenue
Tucson, AZ 85719 U.S.A.

Abstract—A detector can be considered to be effectively lossy
if a pixel, the smallest optically sensitive unit of the detector,
internally exhibits a non-uniform response function that has a
quantum efficiency variation with an rms dispersion exceeding
an arbitrary level of 1%. Near-infrared astronomical cameras
based on lossy detectors can have large systematic errors inthe
measurement of total stellar flux if stellar images are under-
sampled. While this problem can be mitigated by oversampling
the stellar image, many near-infrared cameras are deliberately
undersampled in order to achieve a large field of view. The
combination of undersampling stellar images on lossy detectors is
currently diminishing the potential science return of someof the
near-infrared cameras onboard theHubble Space Telescope and
the Spitzer Space Telescope. Although the recorded stellar flux
can be corrupted by using detectors with significant effective
intrapixel quantum efficiency variations, it is still possible to
achieve excellent stellar photometry – if the image formation
process inside the detector is accurately modeled. During the past
year, I have worked with Spitzer Space Telescope’s Infrared Array
Camera (IRAC) Instrument Team to demonstrate that my NASA-
funded MATPHOT algorithm for precision stellar photometry
and astrometry using discrete Point Spread Functions can yield
an improvement in the precision of bright star stellar photometry,
obtained from IRAC Ch1 observations, of more than 100%
over the best results obtained with aperture photometry using
the recommended calibration procedures in the IRAC Data
Handbook. This collaborative effort will continue with the goal of
developing new calibration procedures for that have the potential
of significantly improving the precision of IRAC point-source
photometry. This effort is timely because IRAC Ch1 and Ch2
will be the only operational cameras available during the Spitzer
Warm Mission which is nominally scheduled to start about
April 2009 after all of the cryogen has been depleted. This
work was supported by grants from the Applied Information
Systems Research (AISR) Program of NASA’s Science Mission
Directorate.

I. I NTRODUCTION

Current near-infrared detector technology can produce
space-based astronomical imagers with non-uniform pixel re-
sponse functions. Large intrapixel quantum efficiency (QE)
variations can cause significant loss of stellar flux depending
on where a star is centered within the central pixel of the
stellar image. Reference [1] measured a peak-to-peak variation
of 0.39 mag at theJ band (F110W) and 0.22 mag atH band
(F160W) of the NIC3 camera of theHubble Space Telescope
(HST) NICMOS instrument [2], [3]. The peak-to-peak varia-
tion of∼0.2 mag at F160W with NIC3 has been independently

verified [4]. Significant flux loss due to non-uniform intrapixel
response functions is clearly an observational fact in some
existing space-based near-infrared astronomical cameras.

Even existing NASA-grade optical CCDs (charge coupled
devices) can have minor intrapixel QE variations across a
single pixel. Reference [1] found that theV -band (F555W)
Point Spread Function (PSF) of the WFC (Wide Field Camera)
of the HST WFPC2 instrument [5], [6] has a peak-to-peak
range of 0.030 mag and an rms dispersion of 0.008 mag; the
effect at theI band (F814W) is slightly better with a peak-to-
peak error range of 0.023 mag with a 0.006 mag dispersion.
This small but measurable variation of the quantum efficiency
within a WFC pixel is a contributing factor to the minimum
image-to-image photometric scatter of 0.01 mag that has been
found in dithered WFPC2 stellar observations (see, e.g., [7]–
[12] ).

NASA (National Aeronautics and Space Administration)
and ESA (European Space Agency) astrophysical mission
managers have a penchant for approving of camera designs
which use undersampled detectors on the focal plane in order
to achieve a wider field of view. Unfortunately, the analysis
of image data from cameras with undersampled detectors
is frequently problematical. Analysis difficulties are further
compounded when the detectors used in such cameras are
lossy.

A detector can be considered to be effectively lossy if
a pixel, the smallest optically sensitive unit of the detector,
internally exhibits a non-uniform response function that has a
quantum efficiency variation with an rms dispersion exceeding
an arbitrary level of 1%. By this user-centric definition, the
detectors in NIC3 camera of the NICMOS instrument are lossy
but the detectors used in the WFC cameras of the WFPC2
instrument are not.

This article describes how the precision of stellar photome-
try from an existing space-based near-infrared camera witha
lossy detector can be significantly improved by compensating
the apparent loss of stellar flux through modeling of the image
formation process within the detector. Section II describes
the role of Point Response Functions in the image formation
process. A photometric and astrometric perfomance model for
CCD stellar observations is given in Section III. The key
features of the MATPHOT algorithm for precision stellar pho-



tometry and astrometry with discrete (sampled) Point Spread
Functions are briefly outlined in Section IV. Observations of
a bright star obtained with Channel 1 of theSpitzer Space
TelescopeInfrared Array Camera (IRAC) instrument are de-
scribed in Section V and analyzed using aperture photometry
in Section VI and then MATPHOT photometry in Section VII.
Concluding remarks are given in Section VIII.

II. POINT RESPONSEFUNCTIONS

A Point Response Function (PRF),Ψ, of an astronomical
imaging system with a detector is the convolution of a Point
Spread Function (PSF),φ, and a Detector Response Function
(DRF), Λ :

Ψ ≡ φ ∗Λ . (1)

The PSF describes the two-dimensional distribution of pho-
tons from a starjust above the detector.Although stellar pho-
tons are distributed as a point source above the Earth’s atmo-
sphere, a stellar image becomes a two-dimensional distribution
as the stellar photons are scattered by atmospheric turbulence.
The blurred stellar image is then further degraded by passage
of the stellar photons through the combined telescope and
camera optical elements (such as mirrors, lenses, apertures,
etc.). The PSF is the convolution of all these blurring effects
on the original stellar point source.

The DRF is a two-dimensional discrete (sampled) function
that describes how the detector electronics convert stellar
photons (γ) to electrons (e−) — including such effects as
the diffusion of electrons within the detector substrate orthe
reflection (absorption) of photons on (in) the gate structures
of the detector electronics. A perfect DRF gives a PRF that is
a sampled versionof the PSF:

Ψi ≡
∫ xi+0.5

xi−0.5

∫ yi+0.5

yi−0.5

φ(x, y) dx dy , (2)

whereith pixel (px) of the PRF located at (xi, yi) is the volume
integral of the PSF over the area of theith pixel. The actual
limits of the above volume integral reflect the appropriate
mapping transformation of thex and y coordinates onto the
CCD pixel coordinate system.

The volume, V, of a PRF is, by definition, one or less:

V ≡
∫∫

(φ ∗Λ) dx dy ≡
∑

i

Ψi ≤ 1 , (3)

where the integration and summation are over all pixels which
are illuminated by the PSF. A PRF volume that is less than
one indicates that a loss of stellar photons has occurred during
the detection/conversion process within the detector.

The effective-background area,β, of a PRF is defined as
the reciprocal of the summation of the square of the PRF:

β ≡ 1
∑

i

Ψ2
i

. (4)

Physically,β can be thought of as the noise “footprint” (in
pixels) of a stellar image on the sky. The effective-background

area is an observing-efficiency metric (smallβ values are
better) that is used to make accurate predictions of the
photometric and astrometric performance limits of stellarob-
servations obtained with state-of-the-art astrophysicalimagers
with lossy detectors; this metric measures the combinationof
camera focus and detector efficiency: for any given detector,
the smallestβ values are obtained when the camera is focused
and, similarly, for any given focus, the smallestβ values are
obtained when the efficiency of the detector is maximized [13].

The S1 image sharpness parameter from the seminal paper
of Muller & Buffington [14] is the summation of the square
of the normalized PRF:

S1 ≡
∑

i

Ψ̃
2

i
≡
∑

i

(

Ψi

V

)2

≡ sharpness . (5)

Physically,S1 is a shape parameter that describes the “poin-
tiness” of a PRF;S1 values range from a maximum of one
(all of the stellar flux is found within a single pixel) to a
minimum of zero (a flat stellar image). For example, cameras
that are out of focus have broad PSFs withS1 values near zero.
A normalized Gaussian [15] PSF with a standard deviation
of σ pixels that has beenoversampledwith a perfect DRF
(where V=1) will have aS1 value of1/4πσ2. A critically-
samplednormalized Gaussian PRF (whereσ ≡ 1) thus has a
S1 value of1/(4π) and any PRF with aS1 value greater than
that value (∼0.0796) can be described as being undersampled.
The S1 image sharpness parameter has proven to be such a
useful image quality metric that one finds references to it in
the astrophysical literature where it is simply calledsharpness

without citing Muller & Buffington (see, e.g., Section 6.5.1of
[6] and Section 2.1 of [13] ).

Diffraction limited optics, theoretically, giveS1 values that
decrease (i.e., PSFs become flatter) with increasing photon
wavelength – for a fixed pixel (detector) size. With real
astronomical cameras, observedS1 values frequently depend
on where the center of a star is located within the central
CCD pixelof the stellar image. For example, theHST WFPC2
Planetary Camera PRF at a wavelength of 200 nm has an
observedS1 value of 0.084 if the PRF is centered in the
middle of a PC pixel or 0.063 if the PRF is centered on a pixel
corner (see Table 6.5 of [6]); at 600 nm the observedS1 values
range from 0.066 (pixel-centered) to 0.054 (corner-centered).
The Wide-Field Cameras of theHST WFPC2 instrument have
pixels which are approximately half the angular resolutionof
the PC camera pixels; WFC stellar images are undersampled
and the observed range ofS1 values are 0.102–0.120 at 200
nm and 0.098–0.128 at 600 nm.

The normalizedeffective-background area,̃β, of a PRF is
defined as the reciprocal of the summation of the square of
the normalized PRF; it is a focus metric which has an optimal
(minimum) value when a camera is in focus. The normalized
effective-background area of a PRF, also calledNoisePixels by
the IRAC Instrument Team (see, e.g., [16]–[19]), is equivalent
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to the inverse of theS1 image sharpness parameter:

β̃ ≡ 1
∑

i

Ψ̃
2

i

≡ β V2 ≡ 1

S1

≡ NoisePixels . (6)

A critically-sampled Gaussian PSF has a normalized effective-
background area value of4π (≈12.57) px; any PRF can
be considered to be undersampled ifβ̃ < 4π. Numerical
integration of a realistic ground-based stellar profile gives a
normalized effective-background area of30.8 σ2 instead of the
value of4π σ2 for a Gaussian profile with a standard deviation
of σ pixels [20].

III. PERFORMANCEMODEL

Consider a CCD observation of single isolated star on a
flat sky background. Assuming one already knows the PRF
of the observation at the location of the star, a simple model
of the observation would have just two parameters: the stellar
intensity (E) in electrons, and the observed background sky
level (B) in electrons. The observational model for theith

pixel would be
mi ≡ B + EVΨ̃i , (7)

where V is the volume integral of the PRF andΨ̃i is the value
of the ith pixel of thenormalizedPRF ( Ψ̃i ≡ Ψi/V ).

The upper limit for the photometric signal-to-noise ratio
(S/N) of a CCD observation of a single isolated star on a flat
sky can be estimated as follows:

S/N ≡ E
σE

≈ E
√

E
V

+ β

(

1 +
√

β/N
)2

σ2
rms

(8)

≈ E
√

E
V

+ β
(

1 +
√

β/N
)2
[

B + σ2
RON

]

(9)

where

σrms ≡

√

√

√

√

1

N

N
∑

i=1

σ2
i
≈
√

B + σ2
RON , (10)

N is the number of pixels in the observation,σi is the
measurement error (one standard deviation) of theith pixel,
the background sky is assumed to be a Poisson distribution
with a mean ofB electrons, andσRON is the rms readout noise
[13]. These approximations assume, for the sake of simplicity,
that any noise contribution due to dark current and quantization
noise is negligible. While these additional noise sources can
be added to create an even more realistic performance model
for stellar photometry, the assumption of low dark current
and minimal quantization noise is realistic for state-of-the-art
astronomical-grade CCD imagers. The resulting photometric
error is approximately

∆mag ≈ 1.0857

S/N
, (11)

where the constant1.0857 is an approximation for Pogson’s
ratio a≡5/ ln(100)=2.5 log(e) [21].

The lower limit of the rms measurement error for the stellar
X position of a CCD observation of a single isolated star on
a flat sky can be estimated as follows:

σX ≈

√

L2

EV

[

1 + 8π σ2
rms

L2

EV

]

(12)

≈

√

L2

EV

[

1 + 8π
(

B + σ2
RON

) L2

EV

]

(13)

where

L ≡

√

β̃

4π
=

1√
4π S1

(14)

is thecritical-sampling scale lengthof the PRF in pixel units
(px) [13]. By definition, the critical-sampling scale length of a
critically-sampled PRF imaged with a perfect detector is one
pixel; L > 1 indicates that the PRF isoversampled, while
L < 1 indicates that the PRF isundersampled.

The lower limit of the rms measurement error for the stellar
Y position of a CCD observation of a single isolated star on
a flat sky can be estimated, by symmetry, as follows:

σY = σX . (15)

IV. MATPHOT A LGORITHM

The MATPHOT algorithm for precise and accurate stellar
photometry and astrometry with discrete PSFs was described
in detail in reference [13]. The current C-language [22]
implementation of the MATPHOT algorithm works with user-
provided discrete (sampled) PSFs consisting of a numerical
table represented by a matrix in the form of a FITS image
[23]. Position partial derivatives are computed [24] usingthe
following five-point numerical differentiation formula,

f ′(xi)

≈ 1

12
[f(xi−2) − 8 f(xi−1) + 8 f(xi+1) − f(xi+2)] , (16)

from [25], and discrete PSFs are shifted [26] within an ob-
servational model using the following 21-pixel-wide damped
sinc function,

f shifted(x0)

≡
10
∑

i=−10

f(xi)
sin (π(xi − x0))

π(xi − x0)
exp

(

−
[

xi − x0

3.25

]2
)

, (17)

from the ZODIAC C library written by Marc Buie of Lowell
Observatory, which was specifically designed for use with 32-
bit floating numbers. Precise and accurate stellar photometry
and astrometry are achieved with undersampled CCD obser-
vations by using supersampled discrete PSFs that are sampled
2, 3, or more times more finely than the observational data.
Although these numerical techniques are not mathematically
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perfect, they are sufficiently accurate for precision stellar pho-
tometry and astrometry due to photon noise which is present
in all astronomical imaging observations. The current photo-
metric reduction code1 is based on a robust implementation
of the Levenberg-Marquardt method of nonlinear least-squares
minimization [27]–[30]. Detailed analysis of simulatedNext
Generation Space Telescope(NGST) observations demonstrate
that millipixel relative astrometry and millimag photometric
precision should be achievable with complicated space-based
discrete PSFs [13]. The MATPHOT algorithm achieves the
theoretical performance expectations [13] for accurate and
precise stellar photometry and astrometry described in the
previous section.

V. OBSERVATIONS

I analyzed 16 short (0.6 s) frames2 from a focus check
calibration on the K0-class star PPM 9412 (a.k.a. HIP 6378)
from Channel 1 (3.6µm) of the Infrared Array Camera (IRAC)
[19] onboard theSpitzer Space Telescope. The observation
was on 2003 October 8 UT, after all focus adjustments had
been completed. The locations of the star on the array were
distributed roughly evenly across a 4x4 pixel box near the
array center. The IRAC basic calibrated data (BCD) images
were retrieved from theSpitzer data archive with the kind
assistance of IRAC Instrument Team member Bill Glaccum.

VI. A PERTUREPHOTOMETRY

Square aperture photometry with a 21×21 pixel box cen-
tered on a star was performed using the interactive “m”
keyboard command of theimexaminetask of the IRAF data
reduction and analysis system [31], [32]. A 5.6% peak-to-peak
spread was seen in these square aperture flux measurements
(see Fig. 1).A nonrandom variation in flux is quite apparent
in these 16 IRAC Ch1 observations:the total stellar flux
measured is strongly correlated with the amount of flux found
in the central pixel (see Fig. 2).

Examination of the individual observations revealed that the
observations with the most stellar flux have stellar images that
are centered in the middle of a pixel while those observations
with the least stellar flux are centered on a pixel corner. This
effect, shown graphically in Fig. 3 (which is Fig. 5.1 of the
IRAC Data Handbook [33]), is due to the combination of
large quantum efficiency variations within individual pixels
and the undersampling of the Point Spread Function (PSF) by
the Detector Response Function (DRF). The loss flux is most
severe in Channel 1 (3.6µm) where the correction can be as
much as 4% peak to peak [33].

1All source code and documentation for MATPHOT and support software
are freely available at NOAO: http://www.noao.edu/staff/mighell/matphot

2Observations: ads/sa.spitzer#00068nnnnn where nnnnn is 75392, 76672,
76928, 77184, 77440, 77696, 77952, 78208, 78464, 78720, 78976, 79232,
79488, 79744, 80000, 80256.

Fig. 1. Square aperture photometry of IRAC Ch1 observationsof a single
bright star.

Fig. 2. Same data as in Fig. 1 but sorted by the flux value of the central
pixel of the stellar image.

Fig. 3. Figure 5.1 of the IRAC Data Handbook [33]. Dependence of point
source photometry on the distance of the centroid of a point source from the
nearest pixel center in channel 1. The ratio on the vertical axis is the measured
flux density to the mean value for the star, and the quantity onthe horizontal
axis is the fractional distance of the centroid from the nearest pixel center.
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This is the relevant extract from the IRAC Data Handbook
[33] :

The flux density of a point source measured from IRAC
images depends on the exact location where the peak of
the Point Response Function (PRF) falls on a pixel. This
effect is due to the variations in the quantum efficiency
of a pixel, and combined with the undersampling of
the PRF, it is most severe in channel 1. The correction
can be as much as 4% peak to peak. The effect is
graphically shown in Figure 5.1(see Fig. 3 of this article)
where the normalized measured flux density (y-axis) is
plotted against the distance of the source centroid from
the center of a pixel. The correction for channel 1 can
be calculated from

Correction = 1 + 0.0535×
[

1√
2π

− p

]

(5.14)

wherep is the pixel phase( p =
√

(x−x0)2+(y−y0)2 ),
where x, y, is the centroid of the point source and
x0 and y0 are the integer pixel numbers containing
the source centroid. The correction was derived from
photometry of a sample of stars, each star observed at
many positions on the array. The “ratio” on the vertical
axis in Figure 5.1 is the ratio of the measured flux
density to the mean value for the star. To correct the flux
of a point source, calculate the correction from Equation
5.14 and divide the source flux by that correction.
Thus, the flux of sources well-centered in a pixel will
be reduced by 2.1%. Pixel phase corrections for other
channels, if necessary, and after they have been more
accurately determined than currently, will be given in
future Data Handbook versions.

The application of the recommended radial flux correction
requires an accurate estimate of the position of the center of
the star. IRAF’simexaminetask can produce accurate centroid
estimates for circular aperture photometry but not for square
aperture photometry. So in order to apply the radial flux cor-
rection recommended by the IRAC Data Handbook, circular
aperture photometry was performed on the observations shown
in Fig. 1.

Circular aperture photometry centered on the star with a
radius of 10 pixels (px) was done using the interactive “a”
keyboard command of theimexaminetask of IRAF. A 5.3%
peak-to-peak spread was found in the raw circular aperture
flux measurements (see Fig. 4: open circles). Applying the
recommended Ch1 flux correction from the IRAC Data Hand-
book only slightly reduced the peak-to-peak spread to4.9%
(see Fig. 4: filled circles) .

Reducing the aperture radius to just 5 pixels does improve
the photometric precision; a4.5% peak-to-peak spread was
found in the raw circular aperture flux measurements (see
Fig. 5: open circles) which reduced to3.5% when the rec-
ommended Ch1 flux correction was applied (see Fig. 5: filled
circles).This is the best that aperture photometry can do with
the recommended radial correction.

Fig. 4. Circular aperture photometry with a radius of 10 pixels of the
observations shown in Fig. 1. The filled (open) circles show the corrected
(raw) flux values.

Fig. 5. Circular aperture photometry with a radius of 5 pixels. The filled
(open) circles show the corrected (raw) flux values.

VII. MATPHOT PHOTOMETRY

IRAC Ch1 PSFs are significantly undersampled by the
IRAC Ch1 camera [19]. A theoretical5× 5 supersampled
version of the IRAC PSF for the central region of Ch1
is shown in Fig. 6 [34]. Although the PSF appears to be
reasonable in the linear stretch(left graph), which emphasizes
the bright central core, the log stretch(right graph)shows the
numerous weak higher-spatial-frequency features of this very
complicated PSF.

Bill Hoffmann, an IRAC Instrument Team member at the
University of Arizona, made the first estimate [35] of the
intrapixel quantum efficiency variation across a single IRAC
Ch1 pixel:

intrapix =







0.813 0.875 0.875 0.875 0.813

0.875 1.000 1.000 1.000 0.875

0.875 1.000 1.000 1.000 0.875

0.875 1.000 1.000 1.000 0.875

0.813 0.875 0.875 0.875 0.813







.

Each element is the mean RQE (relative quantum efficiency)
value,relative to the center of the pixel, over a 0.2×0.2 pixel2
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area. Such a variation in QE across a pixel could be obtained
if photogenerated charges originating at a pixel edge are more
likely to recombine than charges originating near a pixel
center, because they must random walk further before being
collected. The QE variation is expected to be symmetrical
about the center of a pixel, since the InSb layer is opaque
over the bandpasses of Channels 1 and 2.

An experimental version of the MATPHOT stellar photome-
try code, called MPDZ, was developed to simulate and analyze
IRAC Ch1 observations [36]–[39]. MPDZ models the image
formation process within IRAC Ch1 by convolving the 5× 5
supersampled theoretical PSF for the central region of IRAC
Ch1 PSF shown in Fig. 6 with the above relative intrapixel
quantum efficiency (QE) variation map for IRAC Ch1.

Ten thousand IRAC Ch1 observations of a single star on
a flat background were simulated and analyzed with MPDZ.
Each stellar observation was simulated using the PSF shown
above; a star with an intensity of106 electrons was located
near the center of an field of 60× 60 pixels on a flat back-
ground of 100 electrons.

The horizontal axis of Fig. 7 shows the subpixel offset
(radial distance) the center of a star is from the middle of
the central pixel; stars centered near the middle of a pixel will
have small offset values while stars located near the corner
of a pixel will have offsets near 0.7 px. The vertical axis of
Fig. 7 shows the absolute flux ratio of the total fluxes divided
by the true flux of106 electrons. The light-grey points show
the observed (raw) absolute flux ratios and the dark points
show themeasuredabsolute flux ratios as reported by MPDZ.
Note that while the average stellar observation suffered an
absolute flux loss of about 9%, stars centered near the middle
of a pixel suffered, on average, an absolute flux loss of about
7% as compared to an absolute flux loss of about 11% for
stars centered near a pixel corner. It is important to note that
the vertical scatter seen in the observed flux ratios is not
random but systematic;a simple radial correction function
can only partially recover the lost flux.The measured absolute
flux ratios are clustered around unity and are not a function
of subpixel offset; the vertical scatter seen in the measured
absolute flux ratios is random. This experiment shows that
by modeling the image formation process within the detector,
MPDZ was able to able fully recover all of the stellar flux
lost due to the non-uniform IRAC Ch1 intrapixel quantum
efficiency variations.

The vertical axis of Fig. 8 shows the observed (raw) total
flux divided by the median observed total flux value of all
ten thousand stars. The median values of the box-and-whisker
plots (the central horizontal bar in each box) range from an
excess flux of about 2% for stars centered near the center of a
pixel to a flux deficit of about 2% for stars centered near the
corner of a pixel.One sees that even after the recommended
flux correction (thick line of right graph of Fig. 8) is applied,
an approximate3% peak-to-peak spread remains for many
observations — this explains almost all of the3.5% spread
seen in the right graph of Fig. 5!

Fig. 6. A theoretical 5×5 supersampled model of the IRAC PSF for the
central region of Ch1. The left (right) graph shows a linear (log) stretch; black
is high and white is low. Note the the numerous weak higher-spatial-frequency
features of this very complicated PSF.

Fig. 7. MATPHOT analysis of 10,000simulatedIRAC Ch1 observations:
observed (lower) versus measured (upper) flux ratios.

Fig. 8. MATPHOT analysis of 10,000simulatedIRAC Ch1 observations:
relative observed flux ratios compared with the recommended radial flux
correction (thick line) from the IRAC Data Handbook. Note how this figure
reproduces almost exactly the observed flux loss distribution seen in Fig. 5.1
of the IRAC Data Handbook [33].
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Fig. 9. MATPHOT observations of the observations shown in Fig. 1.

MATPHOT PSF-fitting photometry was performed on all
of the observations using MPDZ with the theoretical5× 5
supersampled IRAC Ch1 PSF shown in Fig. 6. The open
diamonds in Fig. 6 show a5.2% peak-to-peak spread in the
raw measured stellar flux values reported by MPDZ. The
upper-left image in Fig. 9 shows central portion of the first
IRAC Ch1 observation. The noiseless best-fit model of the
observation is shown in the upper-right image. The residuals
remaining after the best-fit model is subtracted from the
observation are shown in the lower-left image. The lower-
right image is the same as the residual image except that all
residuals within a radius of 5 pixels from the fitted center
of the star have been set to zero. All of these images are
displayed with the same negative linear stretch which was
chosen to emphasize the faint features of the stellar image.The
filled diamonds in Fig. 9 show a1.7% peak-to-peak spread;
these flux values are the combination of the raw measured
stellar fluxes (open diamonds) with the sum of all of residuals
(positive and negative) within a radius of 5 pixels from the
fitted center of the star.

MATPHOT with residuals (a.k.a.The Lost Flux Method
[38], [39] ) yields an improvement in photometric precisionof
more than 100% over the best results obtained with aperture
photometry with the recommended radial correction: from
3.5% peak-to-peak down to1.7%. Fig. 10 compares MAT-
PHOT photometry with residuals (FLUX8: filled diamonds in
Fig. 9) with the best corrected circular aperture photometry
(FLUX6: filled circles in Fig. 5). The errorbars plotted with
the FLUX8 values are the errors estimated by MPDZ for the
raw MATPHOT flux estimates (FLUX7: open diamonds in
Fig. 9).

We see that although the recorded flux of point sources
was corrupted by using lossy detectors with large intrapixel
quantum efficiency variations, it is possible to significantly
improve the precision of stellar photometry from observations
made with such detectors — if the image formation process
inside the detector is accurately modeled.

Fig. 10. MATPHOT versus circular aperture photometry.

A very interesting finding of this experiment is that even
though the MATPHOT-computed Point Response Functions
are not (yet) ideal matches to IRAC Ch1 stellar images,simple
aperture photometryof stellar observations obtained with
IRAC Ch1can be significantly improved by simply dividing the
measured aperture flux by the MATPHOT-computedvolume of
the PRFwhich is the convolution of the Point Spread Function
and the discrete Detector Response Function. Fig. 11 compares
the bestuncorrectedcircular aperture photometry (FLUX5:
open circles in Fig. 5) with those flux values divided by the
volume of the best-fit PRF computed by MPDZ. The resultant
peak-to-peak spread seen in the top graph of Fig. 11 is1.9%
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Fig. 11. Raw circular aperture fluxes corrected with MATPHOT-computed
PRF volumes.

which is just slightly worse than the1.7% spread from the
MATPHOT with residual results. This suggests thataperture
photometry from IRAC Ch1 observations could probably be
significantly improved by using a two-dimensional correction
function instead of using the radial correction function cur-
rently recommended in the IRAC Data Handbook.

The derivation of that two-dimensional correction function
would require a detailed analysis of a large number of dithered
IRAC Ch1 unsaturated stellar observations. Fortunately, hun-
dreds of suitable observations already exist in theSpitzer
data archive – many which were obtained during calibration
campaigns designed by the IRAC instrument team. Analyzing
these observations should enable us to accurately quantifyhow
flux loss may be a function of position within the field of
view of IRAC. Comparing this external research effort with
the work done by the IRAC Instrument Team should lead to a
better understanding of the underlying systematics of IRAC.

VIII. C ONCLUSION

Current near-infrared detector technology can produce
space-based astronomical imagers with non-uniform pixel
response functions. Large intrapixel quantum efficiency vari-
ations can cause significant loss of stellar flux depending
on where a star is centered within the central pixel of an
undersampled stellar image. This article showed how the
precision of stellar photometry from an existing space-based
near-infrared camera with a lossy detector can be significantly
improved by compensating the apparent loss of stellar flux by
accurately modeling the image formation process within the
detector.

Much more work remains to be done. However, the pos-
sibility of significantly improving the precision and accuracy
of space-based near-infrared stellar photometry appears to be
excellent. Mitigating the impact of flux loss problems seen
in state-of-the-art NASA-grade infrared detectors is still in
its early days. Hoffmann’s IRAC Ch1 intrapixel QE map
[35] was the first attempt by the IRAC Instrument Team to
quantify this effect. Derivation of the intrapixel QE map isan
iterative process due to the apparent centroid shifting caused
by the non-uniform QE variation across a pixel; given an
initial estimate of the intrapixel QE map, better positionsof
the input stellar images can then be determined, which, in
turn, enables a better measurement of the intrapixel QE map
to be made. A stretch goal of 1% photometric precision might
even be achievable with someexisting space-based cameras
using state-of-the-art near-infrared detector technology – if the
cameras are sufficiently electronically quiet and stable.

Planning is underway for the post-cryogenic (“warm”) op-
eration of theSpitzer Space Telescopewhich will start around
April 2009 after all of the liquid helium has been depleted.
Only channels 1 and 2 (3.6 and 4.5 microns) of the Infrared
Array Camera will be operational at full sensitivity at that
time – providing an unmatched sensitivity from 3 to 5 microns
until the James Webb Space telescope is launched. The other
channels of all remaining instruments will not operate at
the elevated temperatures (25-30K) that the spacecraft will
experience during its warm mission phase.

During the past year, I have worked with IRAC Instrument
Team to demonstrate that my NASA-funded MATPHOT al-
gorithm for precision stellar photometry and astrometry using
discrete Point Spread Functions can yield an improvement in
the precision of bright star stellar photometry, obtained from
IRAC Ch1 observations, of more than 100% over the best
results obtained with aperture photometry using the recom-
mended calibration procedures in the IRAC Data Handbook.
This collaborative effort will continue with the goal of devel-
oping new calibration procedures for IRAC Ch1 and Ch2 that
have the potential of significantly improving the precisionof
IRAC point-source photometry. This timely research effortis
intended to not only enhance the science return of existing
IRAC Ch1 and Ch2 observations in the Spitzer data archive
but also those that will be made during the Spitzer Warm
Mission.
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ABSTRACT 

 
Planning is underway for the post-cryogenic ("warm") operation of the Spitzer Space Telescope which will start 
around April 2009 after all of the liquid helium has been depleted. Only channels 1 and 2  (3.6 and 4.5 microns) of 
Spitzer's Infrared Array Camera (IRAC) will be operational at full sensitivity at that time -- providing an unmatched 
sensitivity from 3 to 5 microns until the James Webb Space Telescope is launched. The other channels of all 
remaining instruments will not operate at the elevated temperatures (25-30K) of Spitzer will experience during its 
warm mission phase. Last year at AMOS 2006, I showed how the recorded flux of bright point sources observed 
with IRAC Ch1 is corrupted by lossy detectors which have large intrapixel quantum efficiency variations.  During 
the past year, I have worked closely with members of Spitzer's IRAC Instrument Team to demonstrate that my 
NASA-funded MATPHOT algorithm for precision stellar photometry and astrometry can yield an improvement in 
the precision of stellar photometry obtained from IRAC Ch1 observations of bright stars of more than 100% over the 
best results obtained with aperture photometry corrected with the radial correction recommended in the IRAC Data 
Handbook. I describe some results of an ongoing effort to develop new calibration procedures for IRAC Ch1 and 
Ch2 which have the potential of significantly improving the precision of IRAC bright point-source photometry.  
This timely research effort is intended to not only enhance the science return of existing IRAC Ch1 observations in 
the Spitzer data archive but also those that will be made during the Spitzer Warm Mission. 
 
 
 
 

 
1. SPITZER SPACE TELESCOPE’S WARM MISSION 

 
The Spitzer Space Telescope (SST) was launched into an Earth-trailing orbit from the Kennedy Space Flight Center 
on 2003 August 25 UT (see Fig. 1) [1]. The 85-cm cryogenically cooled beryllium Ritchey-Chretien telescope 
system operates at temperatures as low as 5.5 K. Planning is underway for the post-cryogenic ("warm") operation of 
the Spitzer Space Telescope which will start around April 2009 after all of the liquid helium has been depleted. Only 
channels 1 and 2  (3.6 and 4.5 microns) of Spitzer's Infrared Array Camera (IRAC; [2]) will be operational at full 
sensitivity at that time -- providing an unmatched sensitivity from 3 to 5 microns until the James Webb Space 
Telescope is launched. The other channels of all remaining instruments will not operate at the elevated temperatures 
(25-30K) of Spitzer will experience during its warm mission phase. This article describe some results of an ongoing 
effort to develop new calibration procedures for IRAC Ch1 and Ch2 which have the potential of significantly 
improving the precision of IRAC bright point-source photometry.  This timely research effort is intended to not only 
enhance the science return of existing IRAC Ch1 and Ch2 observations in the Spitzer data archive but also those that 
will be made during the Spitzer Warm Mission. 

                                                             
1 This work is based on archival data obtained with the Spitzer Space Telescope, which is operated by the Jet Propulsion 
Laboratory, California Institute of Technology under a contract with NASA. Support for this work was provided by an award 
issued by JPL/Caltech. 
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Fig. 1. This artist rendition shows an external view of the Spitzer Space Telescope in its Earth-
trailing solar orbit. The insert image shows the launch of the SST from the Kennedy Space Flight 
Center on 2003 August 25 UT [1]. 
 
 
 

 
 

2. OBSERVATIONS AND PHOTOMETRIC REDUCTIONS 
 

Sixteen short (0.4 s) calibration observations of the K0 star PPM 9412 were obtained on 2003 October 8 UT with 
Channel 1 (3.6 µm) of the Infrared Array Camera onboard the Spitzer Space Telescope (see Table 1). 

 
 
 

 
 

Table 1. IRAC Ch1 Observations of PPM 9412. 
 
 

 

TECHNICAL PAPERS
________________________________________________________________________________________________________________________

   ASTRONOMY AND ASTRONOMICAL CATALOGS
   Page 302 of 895

________________________________________________________________________________________________________________________
2007 AMOS CONFERENCE

Maui, Hawaii



The IRAC basic calibrated data (BCD) images were retrieved from the Spitzer data archive.  These observations 
were analyzed with the imexamine task of NOAO’s Image Reduction and Analysis Facility (IRAF; [3–4]) package 
and a new experimental version of the MATPHOT [5] photometric reduction package, called MPDZ, which uses the 
following relative intrapixel quantum efficiency (QE) variation map [6] for IRAC Channel 1 (Ch1),  
 
 
 
                                                                                                                                , 
 
 
 
and a theoretical IRAC Ch1 PSF [7] for the central region of IRAC Ch1 (see Fig. 2).   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. A theoretical 5x5 supersampled version of the IRAC PSF for the central region of Ch1 [7].  
The left side of 4 shows a linear stretch of the PSF and the right side shows a log stretch. Although 
the PSF appears to be reasonable in the linear stretch, which emphasizes the bright central core, 
the log stretch shows the numerous weak higher-spatial-frequency features of this very 
complicated PSF. IRAC Ch1 PSFs are significantly undersampled by the IRAC Ch1 camera [2]. 

 
3. SQUARE APERTURE PHOTOMETRY 

 
Square aperture photometry with a 21x21 pixel box centered on the star was done using the interactive “m” 
keyboard command of  IRAF’s imexamine task. Fig. 3 shows a 5.6% peak-to-peak spread in these square aperture 
flux measurements.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Square aperture photometry (21x21 pixels)  
 

The variation in flux seen in Fig. 3 is not completely random.  The right graph of Fig. 3 shows that the total stellar 
flux is correlated with the amount of flux found in the central pixel.  Examination of the individual observations 
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reveal that the observations with the most stellar flux have stellar images that are centered in the middle of a pixel 
while those observations with the least stellar flux are centered on a pixel corner.  This same effect is seen in Fig. 4 
which is taken from the IRAC Data Handbook [8]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 4.  Normalized measured flux density (y-axis) is plotted against the distance of the source 
centroid from the center of a pixel (source: Fig. 5.1 of the IRAC Data Handbook [8]). 

 
The flux density of a point source measured from IRAC images depends on the exact location where the peak of the 
stellar image (the Point Response Function) falls within the central pixel of  the stellar image. This effect is due to 
the variations in the quantum efficiency of a pixel, and combined with the undersampling of the PRF, it is most 
severe in Channel 1 [8].  The correction can be as much as 4% peak to peak. 
 
 
 

4. CIRCULAR APERTURE PHOTOMETRY 

Circular aperture photometry centered on the star with a radius of 10 pixels was done using the interactive “a” 
keyboard command of IRAF’s imexamine task. Fig. 5 shows a 4.5% peak-to-peak spread in the raw circular 
aperture flux measurements (open circles) with a radius of 5 pixels.  Applying the recommended Ch1 flux correction 
from the IRAC Data Handbook reduces the peak-to-peak spread to 3.5% (filled circles). 

 
Fig. 5. Circular aperture photometry (radius of 5 pixels)  
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5. MATPHOT SIMULATIONS:  PART I 

 
Ten thousand IRAC Ch1 observations of a single star on a flat background were simulated and analyzed with 
MPDZ.  Each stellar observation was simulated using the theoretical 5x5 supersampled IRAC Ch1 PSF shown in 
Fig. 2; a star with 106 electrons was located near the center of an field of 60x60 pixels on a flat background of  
100 electrons. The horizontal axis of the left graph of Fig. 6 shows the subpixel offset (distance) the center of a star 
is from the middle of a pixel; stars centered near the middle of a pixel will have small offset values while stars 
located near the corner of a pixel will have offsets near 0.7  px. The vertical axis of the left graph of Fig. 6 shows the 
absolute flux ratio of the total fluxes divided by the true flux of 106 electrons. The cyan points show the observed 
absolute flux ratios and the blue points show the measured absolute flux ratios as reported by MPDZ.  Note that 
while the average stellar observation suffered an absolute flux loss of about 9%, stars centered near the middle of a 
pixel suffered, on average, an absolute flux loss of about 7% as compared to an absolute flux loss of about 11% for 
stars centered near a pixel corner. It is important to note that the vertical scatter seen in the observed flux ratios is 
not random but systematic; a simple radial correction function can only partially recover the lost flux. The measured 
absolute flux ratios are clustered around unity and are not a function of subpixel offset; the vertical scatter seen in 
the measured absolute flux ratios is random. By modeling the image formation process within the detector, MPDZ 
was able to able fully recover all of the stellar flux lost due to the non-uniform IRAC Ch1 intrapixel quantum 
efficiency variations. 
 
 

          
 

Fig. 6. Results of the MPDZ experiment with simulated IRAC Ch1  
 

 
 
The vertical axis of the right graph of Fig. 6 shows the observed (apparent) total flux divided by the median 
observed total flux value of all ten thousand stars. The median values of the box-and-whisker plots (the central 
horizontal bar in each box) range from an excess flux of about 2% for stars centered near the center of a pixel to a 
flux deficit of about 2% for stars centered near the corner of a pixel. Note that this graph reproduces almost exactly 
the observed flux loss distribution seen in Fig. 5.1 of the IRAC Data Handbook [8].  One sees that even after the 
recommended flux correction (thick line of right graph of Fig. 6) is applied an approximate peak-to-peak spread of 
about 3% would remain for many observations – and that is exactly what is seen in Fig. 5. 
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6. MATPHOT PHOTOMETRY 

 
MATPHOT PSF-fitting photometry was performed on all of the observations using MPDZ with the theoretical 5x5 
supersampled IRAC Ch1 PSF shown in Fig. 2.  The open diamonds in Fig. 7 show a 5.2% peak-to-peak spread in 
the raw measured stellar flux values reported by MPDZ.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 7. MATPHOT (MPDZ) photometry  
 
 
The upper-left image in Fig. 7 shows central portion of the first IRAC Ch1 observation in Table 1. The noiseless 
best-fit model of the observation is shown in the upper-right image. The residuals remaining after the best-fit model 
is subtracted from the observation are shown in the lower-left image. The lower-right image is the same as the 
residual image except that all residuals within a radius of 5 pixels from the fitted center of the star have been set to 
zero. All of these images are displayed with the same negative linear stretch which was chosen to emphasize the 
faint features of the stellar image. 
 
The filled diamonds in Fig. 7 show a 1.7% peak-to-peak spread; these flux values are the combination of the raw 
measured stellar fluxes (open diamonds) with the sum of all of residuals (positive and negative) within a radius of 5 
pixels from the fitted center of the star.   
 
MATPHOT with residuals yield an improvement in photometric precision of more than 100% over the best results 
obtained with aperture photometry. The left graph of Fig. 8 compares MATPHOT photometry with residuals 
(FLUX8: filled diamonds in Fig. 7) with the best corrected circular photometry (FLUX6: filled circles in Fig. 5).  
The errorbars plotted with the FLUX8 values are the errors estimated by MPDZ for the raw MATPHOT flux 
estimates (FLUX7: open diamonds in Fig. 7). 
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Fig. 8. Comparison between MATPHOT and aperture photometry  
 
 

We see that although the recorded flux of point sources was corrupted by using lossy detectors with large intrapixel 
quantum efficiency variations, it is possible to significantly improve the precision of stellar photometry from 
observations made with such detectors – if the image formation process inside the detector is accurately modeled. 
 
Simple aperture photometry of stellar observations obtained with IRAC Ch1 can be significantly improved 
by simply dividing the measured aperture flux with the volume of  the Point Response Function (PRF) which 
is the convolution of the Point Spread Function and the discrete Detector Response Function. The right graph 
of Fig. 8 compares the best uncorrected circular photometry (FLUX5: open circles in Fig. 5) with those flux values 
divided by the volume of the best-fit PRF computed by MPDZ.  The resultant peak-to-peak spread is 1.9% which is 
just slightly worse than the 1.7% spread from the MATPHOT with residual results.  This suggests that aperture 
photometry from IRAC Ch1 observations could probably be significantly improved by using a two-dimensional 
correction function instead of using the radial correction function currently recommended in the IRAC Data 
Handbook.  The derivation of that two-dimensional correction function would require a detailed analysis of a large 
number of dithered IRAC Ch1 unsaturated stellar observations.   
 
 

7. MATPHOT SIMULATIONS:  PART II 
 
I determined a new two-dimensional flux correction based on the computed MATPHOT Point Response Function 
(PRF) volumes of 100,000 artificial stellar observations. Median values were determined on a 11x11 grid of the 
central pixel of the PRF.  Columns 1 and 2  of Table 2 give, respectively, the pixel offset from the center of the pixel 
in the x and y directions in pixel units; the third column gives the radial distance from the center of the pixel in pixel 
units. Columns 5 and 6 give the respective subpixel offset in the x and y directions; the values range from -5 to 5 
with the central subpixel having idx and idy values of zero.  Column 6 gives the new flux correction which can be 
compared with the value given in last column (idhcorr) which is the recommended flux correction given in the 
IRAC Data Handbook . 
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Table 2. New IRAC Ch1 Aperture Correction (column 6). 
 

#     dx       dy       dr idx idy  newcorr  idhcorr 
-0.4545  -0.4545   0.6428  -5  -5   0.9822   0.9870 
-0.3636  -0.4545   0.5821  -4  -5   0.9823   0.9902 
-0.2727  -0.4545   0.5301  -3  -5   0.9856   0.9930 
-0.1818  -0.4545   0.4896  -2  -5   0.9909   0.9952 
-0.0909  -0.4545   0.4635  -1  -5   0.9962   0.9965 
0.0000  -0.4545   0.4545   0  -5   1.0005   0.9970 
0.0909  -0.4545   0.4635   1  -5   1.0019   0.9965 
0.1818  -0.4545   0.4896   2  -5   1.0005   0.9952 
0.2727  -0.4545   0.5301   3  -5   0.9962   0.9930 
0.3636  -0.4545   0.5821   4  -5   0.9905   0.9902 
0.4545  -0.4545   0.6428   5  -5   0.9851   0.9870 

-0.4545  -0.3636   0.5821  -5  -4   0.9877   0.9902 
-0.3636  -0.3636   0.5143  -4  -4   0.9877   0.9938 
-0.2727  -0.3636   0.4545  -3  -4   0.9912   0.9970 
-0.1818  -0.3636   0.4066  -2  -4   0.9962   0.9996 
-0.0909  -0.3636   0.3748  -1  -4   1.0019   1.0013 
0.0000  -0.3636   0.3636   0  -4   1.0060   1.0019 
0.0909  -0.3636   0.3748   1  -4   1.0074   1.0013 
0.1818  -0.3636   0.4066   2  -4   1.0060   0.9996 
0.2727  -0.3636   0.4545   3  -4   1.0017   0.9970 
0.3636  -0.3636   0.5143   4  -4   0.9957   0.9938 
0.4545  -0.3636   0.5821   5  -4   0.9903   0.9902 

-0.4545  -0.2727   0.5301  -5  -3   0.9937   0.9930 
-0.3636  -0.2727   0.4545  -4  -3   0.9939   0.9970 
-0.2727  -0.2727   0.3857  -3  -3   0.9972   1.0007 
-0.1818  -0.2727   0.3278  -2  -3   1.0024   1.0038 
-0.0909  -0.2727   0.2875  -1  -3   1.0082   1.0060 
0.0000  -0.2727   0.2727   0  -3   1.0122   1.0068 
0.0909  -0.2727   0.2875   1  -3   1.0140   1.0060 
0.1818  -0.2727   0.3278   2  -3   1.0123   1.0038 
0.2727  -0.2727   0.3857   3  -3   1.0078   1.0007 
0.3636  -0.2727   0.4545   4  -3   1.0018   0.9970 
0.4545  -0.2727   0.5301   5  -3   0.9964   0.9930 

-0.4545  -0.1818   0.4896  -5  -2   0.9988   0.9952 
-0.3636  -0.1818   0.4066  -4  -2   0.9990   0.9996 
-0.2727  -0.1818   0.3278  -3  -2   1.0023   1.0038 
-0.1818  -0.1818   0.2571  -2  -2   1.0077   1.0076 
-0.0909  -0.1818   0.2033  -1  -2   1.0133   1.0105 
0.0000  -0.1818   0.1818   0  -2   1.0176   1.0116 
0.0909  -0.1818   0.2033   1  -2   1.0192   1.0105 
0.1818  -0.1818   0.2571   2  -2   1.0175   1.0076 
0.2727  -0.1818   0.3278   3  -2   1.0130   1.0038 
0.3636  -0.1818   0.4066   4  -2   1.0074   0.9996 
0.4545  -0.1818   0.4896   5  -2   1.0017   0.9952 

-0.4545  -0.0909   0.4635  -5  -1   1.0011   0.9965 
-0.3636  -0.0909   0.3748  -4  -1   1.0014   1.0013 
-0.2727  -0.0909   0.2875  -3  -1   1.0047   1.0060 
-0.1818  -0.0909   0.2033  -2  -1   1.0101   1.0105 
-0.0909  -0.0909   0.1286  -1  -1   1.0158   1.0145 
0.0000  -0.0909   0.0909   0  -1   1.0200   1.0165 
0.0909  -0.0909   0.1286   1  -1   1.0216   1.0145 
0.1818  -0.0909   0.2033   2  -1   1.0201   1.0105 
0.2727  -0.0909   0.2875   3  -1   1.0154   1.0060 
0.3636  -0.0909   0.3748   4  -1   1.0095   1.0013 
0.4545  -0.0909   0.4635   5  -1   1.0039   0.9965 

-0.4545   0.0000   0.4545  -5   0   1.0004   0.9970 
-0.3636   0.0000   0.3636  -4   0   1.0006   1.0019 
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-0.2727   0.0000   0.2727  -3   0   1.0036   1.0068 
-0.1818   0.0000   0.1818  -2   0   1.0088   1.0116 
-0.0909   0.0000   0.0909  -1   0   1.0147   1.0165 
0.0000   0.0000   0.0000   0   0   1.0188   1.0213 
0.0909   0.0000   0.0909   1   0   1.0206   1.0165 
0.1818   0.0000   0.1818   2   0   1.0188   1.0116 
0.2727   0.0000   0.2727   3   0   1.0145   1.0068 
0.3636   0.0000   0.3636   4   0   1.0086   1.0019 
0.4545   0.0000   0.4545   5   0   1.0031   0.9970 

-0.4545   0.0909   0.4635  -5   1   0.9963   0.9965 
-0.3636   0.0909   0.3748  -4   1   0.9963   1.0013 
-0.2727   0.0909   0.2875  -3   1   0.9994   1.0060 
-0.1818   0.0909   0.2033  -2   1   1.0047   1.0105 
-0.0909   0.0909   0.1286  -1   1   1.0103   1.0145 
0.0000   0.0909   0.0909   0   1   1.0146   1.0165 
0.0909   0.0909   0.1286   1   1   1.0161   1.0145 
0.1818   0.0909   0.2033   2   1   1.0145   1.0105 
0.2727   0.0909   0.2875   3   1   1.0101   1.0060 
0.3636   0.0909   0.3748   4   1   1.0044   1.0013 
0.4545   0.0909   0.4635   5   1   0.9988   0.9965 

-0.4545   0.1818   0.4896  -5   2   0.9901   0.9952 
-0.3636   0.1818   0.4066  -4   2   0.9902   0.9996 
-0.2727   0.1818   0.3278  -3   2   0.9933   1.0038 
-0.1818   0.1818   0.2571  -2   2   0.9983   1.0076 
-0.0909   0.1818   0.2033  -1   2   1.0040   1.0105 
0.0000   0.1818   0.1818   0   2   1.0078   1.0116 
0.0909   0.1818   0.2033   1   2   1.0099   1.0105 
0.1818   0.1818   0.2571   2   2   1.0082   1.0076 
0.2727   0.1818   0.3278   3   2   1.0037   1.0038 
0.3636   0.1818   0.4066   4   2   0.9981   0.9996 
0.4545   0.1818   0.4896   5   2   0.9928   0.9952 

-0.4545   0.2727   0.5301  -5   3   0.9838   0.9930 
-0.3636   0.2727   0.4545  -4   3   0.9839   0.9970 
-0.2727   0.2727   0.3857  -3   3   0.9873   1.0007 
-0.1818   0.2727   0.3278  -2   3   0.9922   1.0038 
-0.0909   0.2727   0.2875  -1   3   0.9976   1.0060 
0.0000   0.2727   0.2727   0   3   1.0016   1.0068 
0.0909   0.2727   0.2875   1   3   1.0036   1.0060 
0.1818   0.2727   0.3278   2   3   1.0019   1.0038 
0.2727   0.2727   0.3857   3   3   0.9977   1.0007 
0.3636   0.2727   0.4545   4   3   0.9920   0.9970 
0.4545   0.2727   0.5301   5   3   0.9866   0.9930 

-0.4545   0.3636   0.5821  -5   4   0.9798   0.9902 
-0.3636   0.3636   0.5143  -4   4   0.9798   0.9938 
-0.2727   0.3636   0.4545  -3   4   0.9830   0.9970 
-0.1818   0.3636   0.4066  -2   4   0.9881   0.9996 
-0.0909   0.3636   0.3748  -1   4   0.9936   1.0013 
0.0000   0.3636   0.3636   0   4   0.9978   1.0019 
0.0909   0.3636   0.3748   1   4   0.9991   1.0013 
0.1818   0.3636   0.4066   2   4   0.9978   0.9996 
0.2727   0.3636   0.4545   3   4   0.9937   0.9970 
0.3636   0.3636   0.5143   4   4   0.9879   0.9938 
0.4545   0.3636   0.5821   5   4   0.9824   0.9902 

-0.4545   0.4545   0.6428  -5   5   0.9787   0.9870 
-0.3636   0.4545   0.5821  -4   5   0.9787   0.9902 
-0.2727   0.4545   0.5301  -3   5   0.9818   0.9930 
-0.1818   0.4545   0.4896  -2   5   0.9873   0.9952 
-0.0909   0.4545   0.4635  -1   5   0.9927   0.9965 
0.0000   0.4545   0.4545   0   5   0.9969   0.9970 
0.0909   0.4545   0.4635   1   5   0.9982   0.9965 
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0.1818   0.4545   0.4896   2   5   0.9969   0.9952 
0.2727   0.4545   0.5301   3   5   0.9925   0.9930 
0.3636   0.4545   0.5821   4   5   0.9868   0.9902 
0.4545   0.4545   0.6428   5   5   0.9814   0.9870 

 
Fig. 9 shows the  new two-dimensional correction (121 blue points) with respect to the the standard radial correction 
(black line) for the new 100,000 simulated observations.  Note how much better the new flux correction samples the 
“cloud” of relative flux loss measurements than the standard flux correction recommended by the IRAC Data 
Handbook. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

Fig. 9.  Comparison of the new flux correction (121 blue points) with the radial correction (black 
line)  in the IRAC Data Handbook. 

 
8. APPLICATION OF THE NEW FLUX CORRECTION 

 
Fig. 10 is a new version of Fig. 5 with the red points showing the application of the new flux correction based on 
centroid positions determined from aperture photometry. I expected to see a peak-to-peak variation of about 2% but 
the measured variation was 3%.  So what went wrong? 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Circular aperture photometry (radius of 5 pixels) with the new flux correction (red filled circles) 
based on positions from aperture photometry 
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Fig. 11 shows that systematic correction errors of 1% are not uncommon because the wrong position (from aperture 
photometry) was used! The measured position, based on the intensity-weighted mean centroid, can be 
systematically off  by as much as one-sixth of a pixel (0.2 arcsec) from the true position due to nonuniform 
intrapixel quantum efficiency variation.  Note that the peak of the new flux correction is not in the center of the 
central pixel; this is probably due to the convolution of the asymmetric IRAC PSF (due mainly to trefoil aberration) 
with the nonuniform intrapixel quantum efficiency map. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11. Comparision of the new flux corrction (blue contours) with the flux correction from the IRAC Data 
Handook (gray contours). The contours of the standard correction range from 0.99 to 1.02 in steps of 0.005 
(0.5%); the contours of the new correction range from 0.98 to 1.02 in steps of 0.005.  
 

Better positions should give better corrections.  So… make better centroid measurements using knowledge about the 
nonuniform intrapixel quantum efficiency variation – say, for example, as determined using MATPHOT. Fig. 12 is a 
new version of Fig. 10 with the orange diamonds showing the application of the new flux correction based on 
centroid positions determined from MAPHOT photometry.  The measured peak-to-peak variation is 1.7% which 
matches the variations found using MATPHOT photometry with residuals. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 12. Circular aperture photometry (radius of 5 pixels) with the new flux correction (red filled circles) 
based on positions from MATPHOT photometry. 

The new two-dimensional flux correction yields an improvement of 100% over the standard correction given 
in the IRAC Data Handbook when given accurate centroid estimates. 
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9. SUMMARY AND DISCUSSION 

 
This detailed analysis of multiple observations of a single bright isolated star obtained with Channel 1 of the 
Spitzer Space Telescope’s Infrared Array Camera (IRAC) instrument yields an improvement in photometric 
precision of more than 100% over the best results obtained with aperture photometry.  The improvement is achieved 
by accurately modeling the image formation process within lossy detectors that exhibit large intrapixel quantum 
efficiency variations. 
 
Mitigating the impact of flux loss problems seen in state-of-the-art NASA-grade infrared detectors is still in its early 
days.  Hoffmann's IRAC Ch1 intrapixel QE map is the first attempt by the IRAC team to quantify this effect. 
Derivation of the intrapixel QE map is an iterative process due to the apparent centroid shifting caused by the non-
uniform QE variation across a pixel; given an initial estimate of the intrapixel QE map, better positions of the input  
stellar images can then be determined, which, in turn, enables a better measurement of the intrapixel QE map to be 
made 
 
Much more work remains to be done.  However, the possibility of significantly improving the precision and 
accuracy of space-based near-infrared stellar photometry and astrometry appears to be excellent.  

 
Work has recently begun with the IRAC Instrument Team on a SST Cycle 4 archival grant (Improving the 
Photometric Precision of IRAC Channels 1 and 2) which will investigate the development of new calibration 
procedures for IRAC Ch1 and Ch2 that have the potential of significantly improving the precision of IRAC point-
source photometry. This timely research effort is intended to not only enhance the science return of existing IRAC 
Ch1 and Ch2 observations in the Spitzer Data Archive but also those that will be made in the future during the 
Spitzer Warm Mission. 

 
 
 
I wish to thank Bill Glaccum, Bill Hoffmann, David Elliott, Patrick Lowrance, and the rest of the IRAC team 
for their support of this research effort. This work has been supported by a grant from the National Aeronautics and 
Space Administration (NASA), Interagency Order No. NNG06EC81I, which was awarded by the Applied 
Information Systems Research (AISR) Program of NASA's Science Mission Directorate.  
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the Precision of Space-Based Near-Infrared Stellar
Photometry with Lossy Detectors
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Abstract. Current infrared detector technology can produce imagers with
non-uniform intra-pixel response functions. Cameras based on such detectors
can have large systematic errors in the measurement of the total stellar flux. Al-
though this problem can be mitigated by oversampling the stellar image, many
near-infrared cameras are undersampled in order to achieve a large field of view.
The combination of undersampling stellar images with non-uniform detectors
is currently diminishing some of the potential science return of some infrared
imagers onboard the Hubble Space Telescope and the Spitzer Space Telescope.
Although the recorded flux and position of point sources is corrupted by us-
ing detectors with non-uniform intrapixel response functions, it is still possible
to achieve excellent stellar photometry and astrometry—if the image formation
process inside the detector is accurately modeled. A new analysis algorithm
called the Lost Flux Method is described and used to demonstrate how the pre-
cision of stellar photometry from an existing space-based near-infrared camera
with a lossy detector can be significantly improved. Multiple observations of a
single bright isolated star obtained with Channel 1 of the Spitzer Space Tele-
scope Infrared Array Camera (IRAC) instrument are analyzed with the Lost
Flux Method which yields an improvement in photometric precision of more
than 100% over the best results obtained with aperture photometry.

1. Photometry and Astrometry with Discrete PSFs

The MATPHOT algorithm for precise and accurate stellar photometry and as-
trometry with discrete (sampled) point-spread functions (PSFs) was described
in detail by Mighell (2005). The current C-language implementation of the
MATPHOT algorithm works with user-provided discrete PSFs consisting of a
numerical table represented by a matrix in the form of a FITS image (Hanisch
et al. 2001). Discrete PSFs are shifted within an observational model using a 21-
pixel-wide damped sinc function and position partial derivatives are computed
using a five-point numerical differentiation formula. Precise and accurate stellar
photometry and astrometry are achieved with undersampled charge coupled de-
vice (CCD) observations by using supersampled discrete PSFs that are sampled
2, 3, or more times more finely than the observational data. Although these nu-
merical techniques are not mathematically perfect, they are sufficiently accurate
for precision stellar photometry and astrometry due to photon noise which is
present in all astronomical imaging observations. The current photometric re-
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duction code1 is based on a robust implementation of the Levenberg-Marquardt
method of nonlinear least-squares minimization (Levenberg 1944; Marquardt
1963; Mighell 1989, 1999). Detailed analysis of simulated James Webb Space
Telescope observations demonstrate that millipixel relative astrometry and mil-
limagnitude photometric precision should be achievable with complicated space-
based discrete PSFs (Mighell 2005).

2. Observations and Photometric Reductions

Sixteen short (0.4 s) calibration observations of the K0-class star PPM 9412
(a.k.a. HIP 6378) were obtained2 on 2003 October 8 UT with Channel 1 (3.6
µm) of the Infrared Array Camera (IRAC; Fazio et al. 2004) on-board the Spitzer
Space Telescope. The IRAC basic calibrated data (BCD) images were retrieved
from the Spitzer data archive with the kind assistance of IRAC team member B.
Glaccum. These observations were analyzed with the imexamine task of NOAO’s
Image Reduction and Analysis Facility (IRAF; Tody 1993 and references therein)
package and a new experimental version of MATPHOT, called MPDZ, which
uses the following relative intrapixel quantum efficiency (QE) variation map for
IRAC Channel 1 (Ch1),

intrapix =









0.813 0.875 0.875 0.875 0.813
0.875 1.000 1.000 1.000 0.875
0.875 1.000 1.000 1.000 0.875
0.875 1.000 1.000 1.000 0.875
0.813 0.875 0.875 0.875 0.813









(Hoffmann 2005a), and a theoretical IRAC Ch1 PSF for the central region of
IRAC Ch1 (Hoffmann 2005b). MATPHOT models the image formation process
within the detector by convolving the PSF with the discrete Detector Response
Function (DRF) which, in this case, is based on the relative intrapixel QE map
given above.

3. Square Aperture Photometry

Square aperture photometry with a 21 × 21 pixel box centered on the star was
done using the interactive “m” keyboard command of IRAFs imexamine task. A
5.6% peak-to-peak spread was seen in these square aperture flux measurements.
A non-random variation in flux is quite apparent in these 16 IRAC Ch1 obser-
vations: the total stellar flux measured is strongly correlated with the amount
of flux found in the central pixel. Examination of the individual observations
revealed that the observations with the most stellar flux have stellar images that
are centered in the middle of a pixel while those observations with the least stel-
lar flux are centered on a pixel corner. This effect, shown graphically in Fig.
5.1 of the IRAC Data Handbook, is due to the combination of large quantum

1All source code and documentation for MATPHOT is available at this website:
http://www.noao.edu/staff/mighell/matphot

2Observations: ads/sa.spitzer#00068nnnnn where nnnnn is 75392, 76672, 76928, 77184, 77440,
77696, 77952, 78208, 78464, 78720, 78976, 79232, 79488, 79744, 80000, 80256.
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efficiency variations within individual pixels and the undersampling of the PSF
by the DRF, is most severe in Channel 1 (3.6 µm) where the correction can be
as much as 4% peak to peak (Reach et al. 2006).

4. Circular Aperture Photometry

Circular aperture photometry centered on the star with a radius of 10 pixels was
done using the interactive “a” keyboard command of IRAFs imexamine task. A
5.3% peak-to-peak spread was seen in the raw circular aperture flux measure-
ments. Applying the recommended Ch1 flux correction from the IRAC Data
Handbook (Reach et al. 2006) only slightly reduces the peak-to-peak spread to
4.9%. Reducing the aperture radius to just 5 pixels does improves the photomet-
ric precision; a 4.5% peak-to-peak spread was seen in the raw circular aperture
flux measurements which reduces to 3.5% when the recommended Ch1 flux cor-
rection was applied. This is the best that aperture photometry can do with
these observations.

5. MATPHOT Photometry

MATPHOT PSF-fitting photometry was performed on all of the observations us-
ing MPDZ with a theoretical 5×5 supersampled IRAC Ch1 PSF kindly provided
by IRAC team member B. Hoffmann (see Hoffmann 2005b). The raw measured
stellar flux values reported by MPDZ had a 5.2% peak-to-peak spread. However,
when those flux values are combined with the sum of all of the residuals (positive
and negative differences between the data and the best-fit model) within a radius
of 5 pixels from the fitted center of the star, then the photometry has a 1.7%
peak-to-peak spread—an improvement in photometric precision of more than
100% over the best results obtained with aperture photometry (see left graph of
Figure 1). This experiment has demonstrated that even if the recorded flux of
point sources is corrupted by using lossy detectors with large intrapixel quan-
tum efficiency variations, it is practical to significantly improve the precision of
stellar photometry from observations made with such detectors by accurately
modeling the image formation process within the detector.

A very interesting finding of this experiment is that simple aperture pho-
tometry of stellar observations obtained with IRAC Ch1 can be significantly im-
proved by simply dividing the measured aperture flux with the MPDZ-computed
volume of the Point Response Function (PRF) which is the convolution of the
PSF with the discrete DRF. When the best uncorrected circular aperture flux
values were divided by the volume of the best-fit PRF computed by MPDZ,
the photometric precision improved from the 4.5% peak-to-peak value (reported
above) to just 1.9% (see right graph of Figure 1) which is just slightly worse
than the 1.7% spread result from MPDZ with residuals. This suggests that
aperture photometry from IRAC Ch1 observations could probably be signifi-
cantly improved by using a two-dimensional correction function instead of using
the radial correction function currently recommended in the IRAC Data Hand-
book. The derivation of that two-dimensional correction function would require
a detailed analysis of a large number of dithered IRAC Ch1 unsaturated stellar
observations.
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Figure 1. MATPHOT (MPDZ) photometry with residuals versus circular
aperture photometry with a radius of 5 pixels.
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